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Abstract—Based on the elimination feature of redundant inverters in merging 1-bit flip-flops into multi-bit flip-flops, gives reduction of wired length and this result in reduction of power consumption. With the growing popularity of portable devices, power reduction has become a popular design goal for advanced design application. Multi-bit flip-flop is an effective power-saving implementation methodology by merging single-bit flip-flops in the design. Using multi-bit flip-flops can reduce clock dynamic power and the total flip-flop area effectively. In this paper, we propose agglomerative clustering algorithm to find the nearest clustering of flip flops for merging the flip flops. Based on the elimination feature of redundant inverters in merging 1-bit flip-flops into multi-bit flip-flops, gives reduction of wired length and this result in reduction of power consumption. With the growing popularity of portable devices, power reduction has become a popular design goal for advanced design application. Multi-bit flip-flop is an effective power-saving implementation methodology by merging single-bit flip-flops in the design. Using multi-bit flip-flops can reduce clock dynamic power and the total flip-flop area effectively. In this paper, we propose agglomerative clustering algorithm to find the clusters of flip flop and finally combine FFs to reduce the wire length.
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I. INTRODUCTION

Multi-bit flip-flop is an effective power-saving implementation methodology by merging single-bit flip-flops in the design. Using multi-bit flip-flops can reduce clock dynamic power and the total flip-flop area effectively.

In this section, we will introduce multi-bit flip-flop conception. Before that, we will review single-bit flip-flop. Figure 1 shows an example of single-bit flip-flop. A single-bit flip-flop has two latches (Master latch and slave latch). The latches need “Clk” and “Clk’” signal to perform operations. In order to have better delay from Clk->Q, we will regenerate “Clk” from “Clk’”. Hence we will have two inverters in the clock path.

Fig: Single-Bit Flip-Flop

Each 1-bit flip-flop contains two inverters, master-latch and slave-latch. Due to the manufacturing rules, inverters in flip-flops tend to be oversized. As the process technology advances into smaller geometry nodes like 65nm and beyond, the minimum size of clock drivers can drive more than one flip-flop. Merging single-bit flip-flops into one multi-bit flip-flop can avoid duplicate inverters, and lower the total clock dynamic power consumption. The total area contributing to flip-flops can be reduced as well.

II. MERGING TWO 1-BIT FLIP-FLOPS INTO ONE 2-BIT FILP FLOP

It has two data input pins, two data output pins, one clock pin and reset pin. Use dual-bit flip-flop can get the benefits of lower power consumption then single-bit, and almost no other additional costs to
pay. Figure shows the true table of dual-bit flip-flop cell. We could find that when CK is positive edge, the value of Q1 will pass to D1, and the value of Q2 will pass to D2. Or Q1 and Q2 will keep original value.

In our proposed work, we implement the multi-bit Flip Flop concept in merging of two or more flip flops according to application to reduce the block size and power consumption. Here the merging of flip flops are done by forming clusters by agglomerative clustering algorithm. This clustering algorithm forms the separation of clusters according to the minimum distance between Flip-Flops. From the neighboring information, we merge the flip flops.

Fig: Example of merging two 1-bit flip-flops into one 2-bit flip-flop. (a) Two 1-bit flip-flops (before merging). (b) 2-bit flip-flop (after merging).

Given a cell library $L$ and a placement which contains a lot of flip-flops, our target is to merge as many flip-flops as possible in order to reduce the total power consumption. If we want to replace some flip-flops $f_1,\ldots, f_{j-1}$ by a new flip flop $f_j$, the bit width of $f_j$ must be equal to the summation of bit widths in the original ones (i.e., $b_i = b_j$, $i = 1$ to $j$). Besides, since the replacement would change the routing length of the nets that connect to a flip-flop, it inevitably changes timing of some paths.

Finally, to ensure that a legalized placement can be obtained after the replacement, there should exist enough space in each bin. To consider these issues, we define two constraints as follows.

1) Timing Constraint for a Net Connecting to a Flip-Flop $f_j$ from a Pin $pi$:

To avoid that timing is affected after the replacement, the Manhattan distance between $pi$ and $f_j$ cannot be longer than the given constraint $S(pi)$ defined on the pin $pi$ (i.e., $M(pi, f_j) \leq S(pi)$). Based on each timing constraint defined on a pin, we can find a feasible placement region for a flip-flop $f_j$.

Assume pins $p_1$ and $p_2$ connect to a 1-bit flip-flop $f_l$. Because the length is measured by Manhattan distance, the feasible placement region of $f_l$ constrained by the pin $pi$ (i.e., $M(pi, f_l) \leq S(pi)$) would form a diamond region, which is denoted by $R(p_i)$, $i = 1$ or 2. See the region enclosed by dotted lines in the figure. Thus, the legal placement region of $f_l$ would be the overlapping region enclosed by solid lines, which is denoted by $R(f_l)$. $R(f_l)$ is the overlap region of $R(p_1)$ and $R(p_2)$.

2) Capacity Constraint for Each Bin $B_k$:

The total area of flip-flops intended to be placed into the bin $B_k$ cannot be larger than the remaining area of the bin $B_k$ (i.e., $A(f_l) \leq RA(B_k)$).

Fig: An example of merging two 1-bit flip-flops into one 2-bit flip-flop.

To reduce the complexity, we first divide the whole placement region into several sub regions, and use the combination table to replace flip-flops in each sub region. Then, several sub regions are combined into a larger sub region and the flip-flops are replaced again. So, that those flip-flops in the neighboring sub regions can be replaced further.

1) Region Partition (Optional):

To speed up our problem, we divide the whole chip into several sub regions. By suitable partition, the computation complexity of merging flip-flops can be reduced significantly.
2) Replacement of Flip-flops in Each Sub region:

Before illustrating our procedure to merge flip-flops, we first give an equation to measure the quality if two flip-flops are going to be replaced by a new flip flop as follows: Where routing length denotes the total routing length between the new flip-flop and the pins connected to it, and available area represents the available area in the feasible region for placing the new flip-flop. \( \alpha \) is a weighting factor. Thus, we will give it a smaller cost. Once the flip-flops cannot be merged to a higher-bit type.

3) Bottom-Up Flow of Sub region Combinations (Optional):

To reduce power consumption furthermore, we can combine several sub regions to obtain a larger sub region and perform the replacement again in the new sub region again. The procedure repeats until we cannot achieve any replacement in the new sub region.

As the procedure repeats in a higher level, the number of merge able flip-flops gets fewer. However, it would spend much time to get little improvement for power saving. To consider this issue, there exists a trade-off between power saving and time consuming in our program.

III. TRANSFORMATION OF PLACEMENT SPACE

We have shown that the shape of a feasible placement region associated with one pin \( p_i \) connecting to a flip-flop \( f_i \) would be diamond in Section II. Since there may exist several pins connecting to \( f_i \), the legal placement region of \( f_i \) are the overlapping area of several regions. There are two pins \( p_1 \) and \( p_2 \) connecting to a flip-flop \( f_1 \), and the feasible placement regions for the two pins are enclosed by dotted lines, which are denoted by \( R_{p1}(p1) \) and \( R_{p2}(p2) \), respectively. Thus, the legal placement region \( R(f_1) \) for \( f_1 \) is the overlapping part of these regions. In Fig.4 \( R(f_1) \) and \( R(f_2) \) represent the legal placement regions of \( f_1 \) and \( f_2 \). Because \( R(f_1) \) and \( R(f_2) \) overlap, we can replace \( f_1 \) and \( f_2 \) by a new flip-flop \( f_3 \) without violating the timing constraint.

However, it is not easy to identify and record feasible placement regions if their shapes are diamond. Moreover, four coordinates are required to record an overlapping region. Thus, if we can rotate each segment 45°, shapes of all regions would become rectangular, which makes identification of overlapping regions become very simple.

For example, the legal placement region, enclosed by dotted lines can be identified more easily if we change its original coordinate system. In such condition, we only need two coordinates, which are the left-bottom corner and right-top corner of a rectangle, as shown in to record the overlapped area instead of using four coordinates. Suppose the location of a point in the original coordinate system is denoted by \((x, y)\). After coordinate transformation, the new coordinate is denoted by \((x', y')\). In the original transformed equations, each value needs to be divided by the square root of 2, which would induce a longer computation time. Since we only need to know the relative locations of flip-flops, such computation are ignored in our method. Thus, we use \( x' \) and \( y' \), to denote the coordinates of transformed locations.

![Example of region partition with six bins in one sub region.](image)

IV. SYSTEM FORMULATION

In the beginning, they identify a legal placement region for each flip-flop \( f_i \). First, the feasible placement region of a flip-flop associated with different pins is found based on the timing constraints defined on the pins. Then, the legal placement region of the flip-flop \( f_i \) can be obtained by the overlapped area of these regions. However, because these regions are in the diamond shape, it is not easy to identify the overlapped area.

Therefore, the overlapped area can be identified more easily if we can transform the coordinate system of cells to get rectangular regions. In the second stage, we would like to build a combination table, which defines all possible combinations of flip-flops in order to get a new multi-bit flip-flop provided by the library.
The flip-flops can be merged with the help of the table. After the legal placement regions of flip-flops are found and the combination table is built, we can use them to merge flip-flops. To speed up our program, we will divide a chip into several bins and merge flip-flops in a local bin.

However, the flip-flops in different bins may be mergeable. Thus, we have to combine several bins into a larger bin and repeat this step until no flip-flop can be merged anymore.

V. PROPOSED WORK

We propose agglomerative clustering algorithm to find the nearest clustering of flip-flops for merging the flip-flops. The algorithm forms clusters in a bottom-up manner, as follows:

- Initially, put each article in its own cluster.
- Among all current clusters, pick the two clusters with the smallest distance.
- Replace these two clusters with a new cluster, formed by merging the two original ones.
- Repeat the above two steps until there is only one remaining cluster in the pool.

This algorithm finds the clusters of flip-flop and finally combine FFs to reduce the wire length. The agglomerative clustering algorithm will result in a binary cluster tree with single article clusters as its leaf nodes and a root node containing all the articles. In the clustering algorithm, we use a distance measure based on log likelihood.

VI. CONSTRUCT D-FLIP FLOPS:

A master–slave D flip-flop is created by connecting two gated D latches in series, and inverting the enable input to one of them. This flip-flops gets single bit as input and generate output as Q and Q'. At a time any one of D flip-flop was activated according to clock pulse generation. Each FF handle single bit input for separated clock generator.

1. CHECK DISTANCE:

Normally, flip-flops in a logic circuit was handling single bit input with separated clock generation. This may consume more power. This can reduce by merging of flip-flops. In this module, they find the distance between the neighboring flip flops which gets the distance between each flip flops.

The Manhattan distance function computes the distance that would be traveled to get from one data point to the other if a grid-like path is followed. The Manhattan distance between two items is the sum of the differences of their corresponding components.

The formula for this distance between a point $X=(X_1, X_2, \text{etc.})$ and a point $Y=(Y_1, Y_2, \text{etc.})$ is:

$$d = \sum_{i=1}^{n} | X_i - Y_i |$$

Where $n$ is the number of variables, and $X_i$ and $Y_i$ are the values of the $i$th variable, at points $X$ and $Y$ respectively.

The following figure illustrates the difference between Manhattan distance and Euclidean distance:

![Distance between Manhattan and Euclidean](image)

Fig: Distance between Manhattan and Euclidean

2. FORM CLUSTER FLIP-FLOP:

In this module we form flip flops in clusters according to the distance information. This clustering represents what are the flip-flops can be made to merge and form as a multi bit flip flops.
This clustering was found by agglomerative clustering algorithm to form clustered flip flop.

Agglomerative hierarchical clustering is a bottom-up clustering method where clusters have sub-clusters, which in turn have sub-clusters, etc. The classic example of this is species taxonomy. Gene expression data might also exhibit this hierarchical quality (e.g. neurotransmitter gene families). Agglomerative hierarchical clustering starts with every single object (gene or sample) in a single cluster.

Then, in each successive iteration, it agglomerates (merges) the closest pair of clusters by satisfying some similarity criteria, until all of the data is in one cluster.

The hierarchy within the final cluster has the following properties:

- Clusters generated in early stages are nested in those generated in later stages.
- Clusters with different sizes in the tree can be valuable for discovery.

Fig: Block Diagram

3. CREATE TABLE:

In this module, we construct a table called as combinational table which contains cluster information of each flip flop and distances between them. From this, the decision was taken to merge FFs. This table was update according to the application usage.

4. MERGE FLIP-FLOP:

In this stage, we finally merge flip flops according to the acceptable range from combinational table. This formation made the individual FFs in to multi-bit flip-flops which contains common clock for FFs and form multi bit FF.

Fig: System Flow Diagram.

VII. EXPERIMENTAL RESULTS

We implemented our algorithm in C++ language, and all experiments were run on workstation with a 3.33-GHz Intel Core i7-980X processor with 16-GB memory. Our experiment can be divided into two parts.

In our algorithm, there exist two values which would affect our results: the first one is the dimension of a sub region since we would partition a chip into several sub regions. The second one is the parameter used in the cost function and these are showed in the following tables.

The procedure of flip-flop replacements is depending on the combination table, which records the relationships among the flip-flop types. The concept of pseudo type is introduced to help to enumerate all possible combinations in the combination table. By the guidelines of replacements from the combination table, the impossible combinations of flip-flops will not be considered that decreases execution time.

Besides power reduction, the objective of minimizing the total wire length also is considered to the cost function. The experimental results show that our algorithm can achieve a balance between power reduction and wire length reduction.
In this paper, we proposed merging of flip flops to reduce power reduction of single bit FF to form multi bit FF. This merging was found by acceptable distance range each neighboring flip flops. This was done by forming clusters of flip flops by using agglomerative clustering algorithm.

In this stage, we finally merge flip flops according to the acceptable range from combinational table. This formation made the individual FFs in to multi-bit flip-flops which contains common clock for FFs and form multi bit FF.
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